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Abstract

Connectivity is a crucial issue in wireless networks. Gupta and Kumar show that with omnidirectional antennas, the critical transmission range for a wireless network to achieve asymptotic connectivity is \( O(\sqrt{\frac{\log n}{n}}) \) if \( n \) nodes are uniformly and independently distributed in a disk of unit area. In this paper, we investigate the connectivity problem when directional antennas are used. We find that there also exists a critical transmission range, which corresponds to a critical transmission power. We show that in the same propagation environment, when directional antennas use the optimal antenna pattern, the critical transmission power could be much smaller than that in networks using omnidirectional antennas. Moreover, to achieve asymptotic connectivity, it is known that each node has to have \( O(\log n) \) neighbors when using omnidirectional antennas. We show that even using the transmission power level at which each node has only \( O(1) \) neighbors when using omnidirectional antennas, we can still achieve the asymptotic connectivity with directional antennas.

1. Introduction

Omnidirectional antennas have been widely used in various kinds of wireless networks. But, due to the increased transmission range, the improved spatial reuse, and the decreased interference, directional antennas are potentially a better solution to the design of wireless networks. Although up to now, many research works on directional antennas focus on the design of MAC protocols ([2] [8]), the network connectivity is indeed a critical issue.

Gupta and Kumar study the connectivity problem in [5] and show that there is a critical transmission range \( O(\sqrt{\frac{\log n}{n}}) \) for the network to achieve asymptotic connectivity when \( n \) nodes are uniformly and independently distributed in a disk of unit area. Some other papers like [4] also investigate the connectivity issue. But all these works assume the use of omnidirectional antennas.

In the literature, there are also some works on connectivity with directional antennas [1] [3] [7]. However, these papers do not have a realistic directional antenna model. Neither do they take transmission and reception schemes into consideration, which are actually nonnegligible.

In this paper, we study the connectivity problem in wireless networks using directional antennas. Other than using the simple sector model, we introduce a more realistic directional antenna model, which consists of one main lobe with main lobe antenna gain \( G_m \), as well as \( N-1 \) (\( N > 1 \)) side lobes with the same side lobe antenna gain \( G_s \). We show that side lobe antenna gain has a significant impact on the network connectivity, which cannot be neglected. In our model, directional antennas can work either in the directional mode, or in the omnidirectional mode. So, according to the transmission and the reception schemes, we classify the networks using directional antennas into three categories: DTDR (Directional Transmission and Directional Reception) networks, DTOR (Directional Transmission and Omnidirectional Reception) networks, and OTDR (Omnidirectional Transmission and Directional Reception) networks.

Notice that for directional antennas, with the fixed transmission power, the directional transmission range is directly dependent on the omnidirectional transmission range given the directional antenna pattern \( (G_m, G_s) \), the beam number \( N \), and the path loss exponent \( \alpha \). As a result, for each kind of networks, we derive the necessary and sufficient conditions on the omnidirectional transmission range for achieving asymptotic connectivity. We find that there also exists a critical omnidirectional transmission range. Thus, we can compare the power consumption when directional antennas are used to that when omnidirectional antennas are used, i.e., the power consumption in OTOR (Omnidirectional Transmission and Omnidirectional Reception) networks, by simply comparing their critical omnidirectional transmission ranges. For simplicity, we call the critical transmission range instead. We also call the corresponding transmission power the critical transmission power.

---
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In order to minimize the critical transmission power when using directional antennas, for each of the three types of networks, we formulate a non-linear programming problem to find the optimum directional antenna pattern \((G_m, G_s)\), given the beam number \(N\) and the path loss exponent \(\alpha\). The impacts of the beam number \(N\) as well as the path loss exponent \(\alpha\) on the network connectivity are also analyzed.

We show that with the same beam number \(N\) \((N > 2)\) and the same path loss exponent \(\alpha\) \((\alpha \in [2, 5])\), the minimum critical transmission power in DTDR networks is smaller than that in DTOR and OTDR networks, which is further smaller than the critical transmission power in OTOR (Omnidirectional Transmission and Omnidirectional Reception) networks. But when the beam number \(N\) is equal to 2, then with the same path loss exponent \(\alpha\), the minimum critical transmission powers in DTDR, DTOR, and OTDR networks are all the same as that in OTOR networks.

Finally, it is known from [5] that for a wireless network using omnidirectional antennas to achieve connectivity, the transmission power should be set to the level at which each node has at least \(O(\log n)\) neighbors, where \(n\) is the total number of nodes in the network. In this paper, we show that even using the transmission power level at which each node has only \(O(1)\) neighbors when using omnidirectional antennas, we can still achieve the asymptotic connectivity with directional antennas. This is true in all the three kinds of networks, i.e., DTDR, DTOR, and OTDR networks.

2. Preliminaries

We first introduce our directional antenna model. Denote a vector in three-dimensional space by \(\vec{d}(\vec{d} \in R^3)\). Then the gain of an antenna in direction \(\vec{d}\) is given by [9]:

\[ G(\vec{d}) = \eta \cdot \frac{U(\vec{d})}{U_{ave}}, \]

where \(U(\vec{d})\) is the power density in the direction \(\vec{d}\), \(U_{ave}\) is the average power density over all directions, and \(\eta \leq 1\) is the efficiency of the antenna which accounts for losses. Clearly, we can see that an omnidirectional antenna has a gain of 0 dB and a directional antenna has a higher gain than that.

There are three primary types of directional antenna systems — switched beam antenna system, steered beam antenna system, and adaptive antenna system [6]. In this study, we use the switched beam antenna system, which consists of several highly directive, fixed, pre-defined beams and each transmission uses only one of the beams. Our study assumes that every antenna has \(N\) \((N > 1)\) beams exclusively and collectively covering all directions.

The main lobe antenna gain is denoted by \(G_m\) and the side lobe antenna gain is denoted by \(G_s\). We assume \(G_m\) and \(G_s\) are constants in the transmission direction and non-transmission directions, respectively. One such example with four beam directions is shown in Fig. 1. Moreover, directional antennas work either in the directional mode \((0 \leq G_s < 1 \leq G_m)\) or in the omnidirectional mode \((G_s = G_m = 1)\).

Let \(P\) be the transmitting power, and \(S\) the surface area of the sphere with center at the transmitter and radius \(R\). As shown in Fig. 2, the surface area \(A\) on the sphere for a beamwidth of \(\theta\) is \(2\pi rh\), where \(r = R \sin \frac{\theta}{2}\), and \(h = R(1 - \cos \frac{\theta}{2})\). By the definition of antenna gain, when we neglect the side lobe gain \(G_s\), we have [15]

\[ G_m = \frac{P/A}{P/S} = \frac{2}{(\sin \frac{\theta}{2})(1 - \cos \frac{\theta}{2})}, \]

and when we consider the side lobe gain \(G_s\), we have

\[ G_m \cdot U_{ave} \cdot A + G_s \cdot U_{ave} \cdot (S - A) = \eta \cdot P, \quad (1) \]

where \(G_m\) and \(G_s\) are the main lobe directional antenna gain and the side lobe directional antenna gain, respectively. Since \(P = S \cdot U_{ave}\), (1) can be simplified as

\[ G_m \cdot A + G_s \cdot (S - A) = \eta \cdot S, \]

from which we can see that there is a relationship among the main lobe antenna gain \(G_m\), the side lobe antenna gain \(G_s\), and the beam direction number \(N\), which is related to beam width \(\theta\) by \(N = 2\pi/\theta\).

We then introduce the power propagation model we use in this study. A general model [16] is given as follows:

\[ P_r(d) = P_t h_t h_r L \lambda G_t G_r \frac{G_s G_m}{d^\alpha}, \]

where \(P_t\) and \(P_r\) are the transmitted power and the received power, respectively, \(G_t\) and \(G_r\) are the gain factors for the transmitter antenna and the receiver antenna, respectively, \(h_t\) and \(h_r\) are the antenna heights of the transmitter and the receiver, respectively, \(d\) is the distance between transmitter and receiver.
lobe and side lobe antenna gain are directional antennas. The number of beams is distributed in a disk of unit area on the plane.

3. Necessary and sufficient conditions for asymptotic connectivity

In this section we derive the necessary and sufficient conditions for achieving asymptotic connectivity in wireless networks using directional antennas. There are three categories of wireless networks in terms of the transmission and the reception schemes: Directional Transmission and Directional Reception (DTDR) networks, Directional Transmission and Omnidirectional Reception (DTOR) networks, and Omnidirectional Transmission and Directional Reception (OTDR) networks. We will discuss the connectivity problem in these three kinds of networks, respectively, in the following three subsections.

We first give the assumptions we use in this paper:

(A1) There are $n$ static nodes uniformly and independently distributed in a disk of unit area on the plane.

(A2) All nodes are equipped with the same switched beam directional antennas. The number of beams is $N$. The main lobe and side lobe antenna gain are $G_m$ and $G_s$, respectively.

(A3) All nodes have the same transmission power and transmission range.

(A4) Each node randomly beamforms in one of the $N$ directions, with a probability of $\frac{1}{N}$.

(A5) Edge effects are neglected.

We denote this resulting graph by $G(V, E(g))$, where $V$ is the vertex set, and $E(g)$ is the edge set defined by a function $g: R^2 \rightarrow [0,1]$. Notice that $g$ depends on the transmission and the reception schemes. So we use $g_1$, $g_2$, and $g_3$ in DTDR, DTOR, and OTDR networks, respectively.

3.1. Directional transmission and directional reception networks

We first derive the necessary condition for achieving asymptotic connectivity in DTDR networks. Let $r_0$ denote the omnidirectional transmission range with the transmission power $P_t$. With the same transmission power, let $r_{mm}$ denote the transmission range when two nodes beamform to each other, $r_{ms}$ the transmission range when only one of the two nodes beamforms to the other, and $r_{ss}$ the transmission range when neither of the two nodes beamforms to the other one. Then, we obtain $r_{mm} = (G_m G_m)^{\frac{1}{\alpha}} r_0$, $r_{ms} = (G_m G_s)^{\frac{1}{\alpha}} r_0$, and $r_{ss} = (G_s G_s)^{\frac{1}{\alpha}} r_0$, where $\alpha$ is the path loss exponent.

Thus, the communication area of a node can be shown in Fig. 3. We can see that:

(1) Each node can communicate with the neighbors in Area I ($S^{DD}_1$) with a probability of $p^{DD}_1$, where

$$p^{DD}_1 = 1, \quad S^{DD}_1 = \pi r_{ms}^2.$$ (2)

Each node can communicate with the neighbors in Area II ($S^{DD}_2$) with a probability of $p^{DD}_2$, where

$$p^{DD}_2 = \frac{1}{N} + \frac{N-1}{N}, \quad S^{DD}_2 = \pi (r_{ms}^2 - r_{ss}^2).$$

(3) Each node can communicate with the neighbors in Area III ($S^{DD}_3$) with a probability of $p^{DD}_3$, where

$$p^{DD}_3 = \frac{1}{N^2}, \quad S^{DD}_3 = \pi (r_{mm}^2 - r_{ms}^2).$$

(4) Each node cannot communicate with the neighbors in other areas.

Denote the probability that two nodes, $x_i$ and $x_j$, which also denote the positions of these two nodes in $R^2$, in DTDR networks are connected by $g_1(x)$, where $x = x_i - x_j$. Then,

$$g_1(x) = \begin{cases} p^{DD}_1 & \text{if } |x| \leq r_{ss} \\ p^{DD}_2 & \text{if } r_{ss} < |x| \leq r_{ms} \\ p^{DD}_3 & \text{if } r_{ms} < |x| \leq r_{mm} \\ 0 & \text{if } |x| > r_{mm} \end{cases}.$$
which is actually the function that determines the edge set in the graph $G(V, E(g_1))$.

Thus, the effective area $S^{DD}$ of nodes in DTDR networks is

$$S^{DD} = p_1^{DD} S_1^{DD} + p_2^{DD} S_2^{DD} + p_3^{DD} S_3^{DD} = \left[ \frac{1}{N} (G_m) \frac{\pi}{4} + \frac{N-1}{N} (G_s) \frac{\pi}{4} \right]^2 \pi r_0^2. $$

Let $a_1 = \left[ \frac{1}{N} (G_m) \frac{\pi}{4} + \frac{N-1}{N} (G_s) \frac{\pi}{4} \right]^2$. Then, $S^{DD} = a_1 \pi r_0^2$.

To obtain our first main result, we need the following lemma [5].

**Lemma 1** (i) For any $p \in [0, 1]$,

$$ (1 - p) \leq e^{-p}. $$

(ii) For any given $\theta \geq 1$, there exists $p_0 \in [0, 1]$, such that

$$ e^{-\theta p} \leq (1 - p), \text{ for all } 0 \leq p \leq p_0. $$

(iii) For any fixed $\theta < 1$ and for all sufficiently large $n$,

$$ n(1 - \frac{\log n + c(n)}{n})^{n-1} \geq \theta e^{-c}. $$

In the following, we use the notations $r_0(n), r_{mm}(n)$, $r_{ms}(n)$, and $r_{ss}(n)$ to replace $r_0$, $r_{mm}$, $r_{ms}$, and $r_{ss}$ respectively, indicating that these transmission ranges are dependent on the number of nodes $(n)$ in order to achieve connectivity.

Let $P^{(k)}(n, r_0(n))$, $k = 1, 2, \ldots$ denote the probability that the graph $G(V, E(g_1))$ has at least one order-$k$ component, i.e., a graph component which has $k$ nodes [17], and $P_d(n, r_0(n))$ the probability that $G(V, E(g_1))$ is disconnected. Then, we have the following theorem.

**Theorem 1** (i) In DTDR networks, if $a_1 \pi r_0(n)^2 = \frac{\log n + c(n)}{n}$, then

$$ \lim_{n \to +\infty} P_d(n, r_0(n)) \geq e^{-c}(1 - e^{-c}), $$

where $c = \lim_{n \to +\infty} c(n)$.

(ii) In DTDR networks, if $a_1 \pi r_0(n)^2 = \frac{\log n + c(n)}{n}$ and

$$ \limsup_{n \to +\infty} c(n) < +\infty, $$

then $G(V, E(g_1))$ is asymptotically disconnected with positive probability.

**Proof**: (i) We first consider the case where $a_1 \pi r_0(n)^2 = \frac{\log n + c(n)}{n}$ for a fixed $c$. Then, the probability $P^{(1)}(n, r_0(n))$ that $G(V, E(g_1))$ has at least one order-1 component satisfies

$$ P^{(1)}(n, r_0(n)) \geq n(1 - a_1 \pi r_0^2(n))^{n-1} - n(n-1) \cdot \{(1 - 2a_1 \pi r_0^2(n))^{n-2} + 3a_1 r_0^2(n) \cdot (1 - a_1 \pi r_0^2(n))^{n-2} \}. $$

Using Lemma 1, for $a_1 \pi r_0^2(n) = \frac{\log n + c}{n}$, and for any fixed $\theta < 1$ and $\epsilon > 0$, we have

$$ P^{(1)}(n, r_0(n)) \geq \theta e^{-\epsilon} - n(n-1)(3a_1 r_0^2(n)) e^{-\delta(n-2)a_1 \pi r_0^2(n)} + e^{-2(n-2)a_1 \pi r_0^2(n)} \geq \theta e^{-\epsilon} - (1 + \epsilon) e^{-2\epsilon}, $$

where

$$ \delta = \frac{\log n + c}{n}. $$

To calculate $P\{i \text{ and } j \text{ are isolated in } G(V, E(g_1))\}$, we should consider two cases: case 1, the effective areas of nodes $i$ and $j$ are disjoint; case 2, the effective areas of nodes $i$ and $j$ are overlapping. Denote the events of case 1 and case 2 by $E_1$ and $E_2$, respectively, and the event that $i$ and $j$ are isolated in $G(V, E(g_1))$ by $E_1$. Then,

$$ P(E_1 | C_1) = (1 - 2a_1 \pi r_0^2(n))^{n-2}, $$

$$ P(E_1 | C_2) = (1 - \delta a_1 \pi r_0^2(n))^{n-2}. $$

where $1 \leq \delta < 2$. Thus,

$$ P(E_1) \leq 1 \cdot (1 - 2a_1 \pi r_0^2(n))^{n-2} + 3a_1 r_0^2(n) \cdot (1 - \delta a_1 \pi r_0^2(n))^{n-2}. $$

Substituting (4) and (5) in (3), we obtain

$$ P^{(1)}(n, r_0(n)) \geq n(1 - a_1 \pi r_0^2(n))^{n-1} - n(n-1) \cdot \{(1 - 2a_1 \pi r_0^2(n))^{n-2} + 3a_1 r_0^2(n) \cdot (1 - a_1 \pi r_0^2(n))^{n-2} \}. $$

Since we neglect the edge effects, we have

$$ P\{i \text{ is isolated in } G(V, E(g_1))\} = (1 - a_1 \pi r_0^2(n))^{n-1}. $$

To calculate $P\{i \text{ and } j \text{ are isolated in } G(V, E(g_1))\}$, we should consider two cases: case 1, the effective areas of nodes $i$ and $j$ are disjoint; case 2, the effective areas of nodes $i$ and $j$ are overlapping. Denote the events of case 1 and case 2 by $E_1$ and $E_2$, respectively, and the event that $i$ and $j$ are isolated in $G(V, E(g_1))$ by $E_1$. Then,
for all \( n > N(\epsilon, \theta, c) \). Since \( P^{(1)}(n, r_0(n)) \leq P_d(n, r_0(n)) \), then
\[
P_d(n, r_0(n)) \geq \theta e^{-c} - (1 + \epsilon)e^{-2c},
\]
for all \( n > N(\epsilon, \theta, c) \).

In the case that \( c \) is a function \( c(n) \) with \( \lim_{n \to +\infty} c(n) = \bar{c} \), the proof is similar to that in [5], by which we can show that
\[
\lim_{n \to +\infty} P_d(n, r_0(n)) \geq \theta e^{-(\bar{c}+\epsilon)} - (1 + \epsilon)e^{-2(\bar{c}+\epsilon)}.
\]

Since (6) and (7) hold for all \( \epsilon > 0 \) and \( \theta < 1 \), (i) follows.

(ii) From (i) we can see that when \( \limsup_n c(n) < +\infty \), \( \liminf_{n \to +\infty} P_d(n, r_0(n)) > 0 \). This directly leads to (ii).

Next, we derive the sufficient condition for achieving asymptotic connectivity in DTDR networks. We use some results from continuum percolation by Penrose [13] [14]. Consider a graph where nodes are distributed as a homogeneous Poisson process in \( \mathbb{R}^2 \) with intensity \( \lambda \). Two nodes, \( x_i \) and \( x_j \), in the graph are connected with probability \( g_1(x_i - x_j) \), as defined in (2). We denote this graph by \( G^{\text{Poisson}}(V, E(g_1)) \), where \( V \) is the vertex set, and \( E(g_1) \) is the edge set defined by function \( g_1 \). In addition to that, we put a node at the origin \( 0 \). Then the resulting point process is a Poisson process “conditioned to have a point at \( 0 \), in the sense of Palm measures” [13]. We denote this new graph by \( G^{\text{Poisson}}(V', E(g_1)) \), where \( V' = V \cup \{0\} \).

We define the connected components of \( G^{\text{Poisson}}(V', E(g_1)) \) as clusters. Let \( p_k(\lambda, r(\lambda)) \) denote the probability that the cluster containing the origin has \( k \) nodes. The percolation probability, denoted by \( p_{+\infty}(\lambda, r(\lambda)) \), is the probability that \( 0 \) lies in an infinite cluster when \( \lambda \to +\infty \), i.e.,
\[
p_{+\infty}(\lambda, r(\lambda)) = 1 - \sum_{k=1}^{+\infty} p_k(\lambda, r(\lambda)).
\]

Since the function \( g_1(x) \) satisfies \( g_1(x) = g_1(-x) \) for \( x \in \mathbb{R}^2 \), and \( 0 < \int_{\mathbb{R}^2} g_1(x)dx < +\infty \), then we have the following two lemmas.

**Lemma 2 (Theorem 3 in [13]):** In the graph \( G^{\text{Poisson}}(V', E(g_1)) \),
\[
\lim_{\lambda \to +\infty} \sum_{k=1}^{+\infty} p_k(\lambda, r(\lambda)) = 1.
\]

This means that as \( \lambda \to +\infty \), almost surely the origin lies in either an infinite-order cluster or an order-1 cluster (i.e., it is isolated).

**Lemma 3 (Theorem 6.3 in [11]):** When \( \lambda \to +\infty \), there is at most one infinite cluster in \( G^{\text{Poisson}}(V', E(g_1)) \).

Based on Lemma 2 and 3, the following lemma can be easily derived.

**Lemma 4** As \( \lambda \to +\infty \), the probability that the graph \( G^{\text{Poisson}}(V', E(g_1)) \) is connected is asymptotically the same as the probability that the graph \( G^{\text{Poisson}}(V', E(g_1)) \) has no isolated nodes, i.e.,
\[
\lim_{\lambda \to +\infty} \Pr[G^{\text{Poisson}}(V', E(g_1)) \text{ is connected}] = \lim_{\lambda \to +\infty} \Pr[G^{\text{Poisson}}(V', E(g_1)) \text{ has no isolated nodes}].
\]

In [13], it has been shown that
\[
p(\lambda, r(\lambda)) = \exp(-\lambda \int_{\mathbb{R}^2} g_1(x)dx).
\]

Let \( \lambda = n \). If \( a_1 \pi r_0^2(n) = \frac{\log n + c(n)}{n} \), then we have
\[
\int_{\mathbb{R}^2} g_1(x)dx = a_1 \pi r_0^2(n) = \frac{\log n + c(n)}{n}.
\]

So, from (8), the probability of the origin to be isolated is:
\[
p(\lambda, r(\lambda)) = \exp(-n \int_{\mathbb{R}^2} g_1(x)dx) = \frac{1}{n} e^{-c(n)}.
\]

Let \( E'(G) \) be the expected number of order-1 cluster and \( p'(G) \) the probability that there is at least one order-1 cluster in graph \( G \). Then,
\[
p'(G^{\text{Poisson}}(V', E(g_1))) = n \cdot p(\lambda, r(\lambda)) = e^{-c(n)}.
\]

So, if \( \lim_{n \to +\infty} c(n) = +\infty \), then \( p'(G^{\text{Poisson}}(V', E(g_1))) \to 0 \) as \( n \to +\infty \).

Thus, from Lemma 4 we can obtain
\[
\lim_{\lambda \to +\infty} \Pr[G^{\text{Poisson}}(V', E(g_1)) \text{ is connected}] = 1 - p'(G^{\text{Poisson}}(V', E(g_1))) = 1.
\]

Since when the number of nodes is large, the difference between \( G^{\text{Poisson}}(V', E(g_1)) \) and \( G(V, E(g_1)) \) is negligible [12], then Theorem 2 directly follows.

**Theorem 2** In DTDR networks, if \( a_1 \pi r_0^2(n) = \frac{\log n + c(n)}{n} \) and \( c(n) \to +\infty \), then the graph \( G(V, E(g_1)) \) is asymptotically connected with probability 1.

Combining Theorem 1 and Theorem 2, we arrive at the following theorem.

**Theorem 3** In DTDR networks, \( G(V, E(g_1)) \), with \( a_1 \pi r_0^2(n) = \frac{\log n + c(n)}{n} \), is connected with probability 1 as \( n \to +\infty \) if and only if \( c(n) \to +\infty \).
networks. Let the condition for achieving asymptotic connectivity in DTOR networks be that if two nodes can be connected only in Area II, where

\[ g_2(x) = \begin{cases} 
  p^\text{DO}_1 & \text{if } ||x|| \leq r_s \\
  p^\text{DO}_2 & \text{if } r_s < ||x|| \leq r_m \\
  0 & \text{if } ||x|| > r_m 
\end{cases} \]

This is actually the function that determines the edge set in the graph \( G(V,E(g_2)) \).

Thus, the effective area \( S^\text{DO} \) of nodes in DTOR networks is

\[ S^\text{DO} = p^\text{DO}_1 S^\text{DO}_1 + p^\text{DO}_2 S^\text{DO}_2 = \frac{1}{N}(G_m)^{\frac{\alpha}{2}} + N - 1 \frac{1}{N}(G_s)^{\frac{\alpha}{2}} r_0^2. \]

Let \( a_2 = \frac{1}{N}(G_m)^{\frac{\alpha}{2}} + N - 1 \frac{1}{N}(G_s)^{\frac{\alpha}{2}} \). Then, \( S^\text{DO} = a_2 r_0^2 \). Following the procedures in Section 3.1, we can get the following theorem:

**Theorem 4** In DTOR networks, \( G(V,E(g_2)) \), with \( a_2 r_0^2(n) = \frac{\log n + c(n)}{n} \), is connected with probability 1 as \( n \to +\infty \) if and only if \( c(n) \to +\infty \).

### 3.3. Omnidirectional transmission and directional reception

In OTDR networks, the connection function \( g_3(x) \) is the same as the connection function \( g_2(x) \) in DTOR networks. So the effective area of a node in OTDR networks is also the same as that in DTOR networks. Let \( a_3 = \frac{1}{N}(G_m)^{\frac{\alpha}{2}} + N - 1 \frac{1}{N}(G_s)^{\frac{\alpha}{2}} \), which is the same as \( a_2 \). Then we have:

**Theorem 5** In OTDR networks, \( G(V,E(g_3)) \), with \( a_3 r_0^2(n) = \frac{\log n + c(n)}{n} \), is connected with probability 1 as \( n \to +\infty \) if and only if \( c(n) \to +\infty \).

### 4. Minimizing the critical transmission power

In [5], Gupta and Kumar show that when the number of nodes \( n \) goes to infinity, the critical transmission range \( r_c \) for OTOR (Omnidirectional Transmission and Omnidirectional Reception) networks to achieve connectivity is equal to \( \sqrt{\frac{\log n + c(n)}{n^{\frac{\alpha}{2}}}} \), where \( c(n) \to \infty \). Comparing Theorem 3, 4, and 5, with their result, respectively, we have

\[ r_c^i = \frac{1}{\sqrt{a_i}} r_c, \text{ for } i = 1, 2, 3. \]

where \( \{r_c^i, i = 1, 2, 3\} \) are the critical transmission ranges in DTDR, DTOR, and OTDR networks, respectively.
Assume that the reception power should be larger than a threshold $P_{\text{Threshold}}^i$ in order for the receiver to correctly receive the signal. Let $P_i$, $P_{i1}$, $P_{i2}$, and $P_i^3$ denote the critical transmission power in OTOR networks, DTOR networks, and OTDR networks, respectively. Then,

$$P_i = P_i^i \left( \alpha_1 \right)^{\alpha/2},$$

where $i \in \{1, 2, 3\}$, $\alpha \in [2, 5]$ in outdoor environments.

So, in order to save power when we use directional antennas, our objective is to minimize $P_i$, respectively, for $i = 1, 2, 3$. This is equivalent to maximize $(a_i)^{\alpha/2}$, respectively, for $i = 1, 2, 3$, as shown below:

Maximize $\{a_i\}^{\alpha/2}$

subject to

$$0 \leq G_m \cdot a + G_s \cdot (1 - a) \leq 1$$

$$G_m > 1, 0 \leq G_s \leq 1$$

(9)

where $a_1 = \left[ \frac{1}{N}(G_m)^{\frac{\alpha}{N}} + \frac{N-1}{N}(G_s)^{\frac{\alpha}{N}} \right]^2$, $a_2 = a_3 = \left[ \frac{1}{N}(G_m)^{\frac{\alpha}{N}} + \frac{N-1}{N}(G_s)^{\frac{\alpha}{N}} \right]$, and $a = \frac{\alpha}{N} \left( \sin \frac{\pi}{2} (1 - \cos \frac{\pi}{2}) \right)$.

Let $f(G_m, G_s, N, \alpha) = \frac{N-1}{N}(G_s)^{\frac{\alpha}{N}} + \frac{1}{N}(G_m)^{\frac{\alpha}{N}}$. Then, $\sqrt{a_1} + \sqrt{a_2} = \sqrt{f(G_m, G_s, N, \alpha)}$.

(1) when $N = 2$, we have $a = \frac{\alpha}{N}$ and $G_m + G_s \leq 2$.

For $\alpha = 2$, it is obvious that the maximum values of $a_1$, $a_2$, and $a_3$ are all equal to 1.

For $\alpha > 2$, according to Holder’s inequality, we obtain

$$(G_m)^{\frac{\alpha}{N}} + (G_s)^{\frac{\alpha}{N}} \leq (G_m + G_s)^{\frac{\alpha}{N}} \cdot 2^{1-\frac{\alpha}{N}} \leq 2.$$

Thus, $a_1 \leq 1, a_2 = a_3 \leq 1$.

(2) when $N > 2$, since $\sqrt{a_1} + \sqrt{a_2} = a_3 = \frac{1}{N}(G_m)^{\frac{\alpha}{N}} + \frac{N-1}{N}(G_s)^{\frac{\alpha}{N}}$, the three optimization problems presented in (9) can all be formulated as the same non-linear programming problem, as shown below:

Maximize $\{f(G_m, G_s, N, \alpha)\}$

subject to

$$A \cdot G \leq b$$

$$A = \begin{pmatrix} a & 1 - a \\ -a & (1 - a) \\ -1 & 0 \\ 0 & -1 \\ 0 & 1 \end{pmatrix},$$

$$b = \begin{pmatrix} 1 \\ 0 \\ -1 \\ 0 \\ 1 \end{pmatrix},$$

$$G = \begin{pmatrix} G_m \\ G_s \end{pmatrix}.$$

Thus, for each $N > 2$ and $\alpha \in [2, 5]$, we can find optimum values of $G_m$ and $G_s$ to maximize $f(G_m, G_s, N, \alpha)$.

Denote the maximum value of $f(G_m, G_s, N, \alpha)$ by $\max \{f(G_m, G_s, N, \alpha)\}$. Fig. 5 shows the impacts of the path loss exponent on $\max \{f(G_m, G_s, N, \alpha)\}$ for $N \in [2, 1000]$. We can see that with $\alpha$ fixed, $\max \{f(G_m, G_s, N, \alpha)\}$ increases as $N$ increases, while with $N$ fixed, $\max \{f(G_m, G_s, N, \alpha)\}$ decreases as $\alpha$ increases.

In conclusion, we find that when $N$ is equal to 2, $\max \{f(G_m, G_s, N, \alpha)\} = 1$, and when $N$ is greater than 2, $\max \{f(G_m, G_s, N, \alpha)\} > 1$, for all $\alpha \in \{2, 3, 4, 5\}$.

Further more, for any $N > 1$, we have

$$a_1 - a_2 = a_1 - a_3 = f(G_m, G_s, N, \alpha) \cdot [f(G_m, G_s, N, \alpha) - 1].$$

Thus, when the beam number $N$ is greater than 2, the minimum critical transmission power in DTDR networks is smaller than that in DTOR and OTDR networks, which is further smaller than the critical transmission power in OTOR networks. But when the beam number $N$ is equal to 2, the minimum critical transmission power in DTDR, DTOR, and OTDR networks are all the same as that in OTOR networks.

Moreover, since $f(G_m, G_s, N, \alpha)$ increases as either $G_m$ or $G_s$ increases, the maximum of $f(G_m, G_s, N, \alpha)$ can be achieved only when $G_m \cdot a + G_s \cdot (1 - a) = 1$, where $a = \frac{\alpha}{N} \left( \sin \frac{\pi}{2} (1 - \cos \frac{\pi}{2}) \right)$. Thus, $f(G_m, G_s, N, \alpha)$ can be represented by $f(G_s)$, where

$$f(G_s) = \frac{1}{aN} \left( \frac{1}{a} - (\frac{1}{a} - 1)G_s \right)^{\frac{\alpha}{N}} + \frac{N-1}{N} (G_s)^{\frac{\alpha}{N}}.$$ (10)

(1) when $\alpha = 2$, we have

$$f(G_s) = \frac{1}{aN} + (1 - \frac{1}{aN})G_s.$$ (11)

As $N$ goes large, we obtain

$$1 - \frac{1}{aN} = 1 - \frac{2}{N} \left( \sin \frac{\pi}{2} (1 - \cos \frac{\pi}{2}) \right) < 1 - \frac{4N^2}{\pi^3} < 0.$$ (12)
So, \( \max_{\{G_m, G_s\}}(f) = \frac{1}{aN} > \frac{4N^2}{\pi^2} \), and,
\[
\max_{N} \left\{ \max_{\{G_m, G_s\}}(f) \right\} = \lim_{N \to +\infty} \left\{ \frac{1}{aN} \right\} = +\infty.
\]

(2) when \( \alpha \in (2, 5] \), with \( N (N > 1) \) and \( \alpha \) fixed, \( \max_{\{G_m, G_s\}}(f) \) is achieved when \( \frac{\partial f(G_m, G_s)}{\partial G_m} = 0 \). Let \( G_s^* \) denote the result by solving the equation, then we obtain
\[
G_s^* = \frac{b}{a + (1 - a)b}, \quad (11)
\]
where \( a = \frac{1}{2}(\sin \frac{\pi}{N})(1 - \cos \frac{\pi}{N}) \), \( b = \frac{1}{(N - 1)^2} \).

Substituting (11) into (10), we have \( \max_{\{G_m, G_s\}}(f) = f(G_s^*) \). We also find that for \( N \in (1, +\infty) \), \( \alpha \in (2, 5] \),
\[
\max_{N} \left\{ \max_{\{G_m, G_s\}}(f) \right\} = \lim_{N \to +\infty} \left\{ f(G_s^*) \right\} = +\infty.
\]

Since \( \sqrt{\alpha_1} = 2, \alpha_2 = 3 = f(G_m, G_s, N, \alpha) \), then we obtain that for \( i = 1, 2, 3 \), respectively,
\[
\max_{N} \left\{ \max_{\{G_m, G_s\}}(s_i) \right\} = +\infty.
\]

From the above, we can see that for any \( \alpha \in [2, 5] \), \( \{a_i, i = 1, 2, 3\} \) can be made very large when the beam number \( N \) goes large. Thus, for any arbitrarily large \( N \), we can always find a parameter set \( (N, G_m, G_s) \) so that \( a_i \sim O(\log n) \).

Moreover, recall that when omnidirectional antennas are used, the expected number of neighbors of a node, which is \( n\pi\rho_2^2(n) \), i.e., \( \log n + c(n) \), has to approach infinity as \( n \to +\infty \) in order to achieve connectivity. Define the critical number of neighbors of a node as \( n\pi\rho_2^2(n) \) in DTDR, DTOR, OTDR, and OTOR networks. We conclude that if the critical number of neighbors of a node is only \( O(1) \) by using omnidirectional antennas, we can still make the network connected by using directional antennas with the same transmission power.

5. Conclusion

In this paper we study the connectivity problem in wireless networks using directional antennas. We show that:

(1) When the beam number \( N \geq 2 \), the minimum critical transmission powers in DTDR, DTOR, and OTOR networks are all the same, which are equal to the critical transmission power in OTOR networks.

(2) When the beam number \( N > 2 \), the minimum critical transmission power in DTDR networks is smaller than that in DTOR, and OTDR networks, which is further smaller than that in OTOR networks.

(3) Moreover, when with some transmission power the critical number of neighbors of a node is only \( O(1) \) by using omnidirectional antennas, we can still make the network connected by using directional antennas with the same transmission power.
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